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Abstract 
Small and medium-sized businesses are constantly seeking new methods to increase productivity 
across all service areas in response to increasing consumer demand. Research has shown that 
inventory management significantly affects regular operations, particularly in providing the best 
customer relationship management (CRM) service. Demand forecasting is a popular inventory 
management solution that many businesses are interested in because of its impact on day-to-day 
operations. However, no single forecasting approach outperforms under all scenarios, so 
examining the data and its properties first is necessary for modeling the most accurate forecasts. 
This study provides a preliminary comparative analysis of three different machine learning 
approaches and two classic projection methods for demand forecasting in small and medium-sized 
leathercraft businesses. First, using K-means clustering, we attempted to group products into three 
clusters based on the similarity of product characteristics, using the elbow method's 
hyperparameter tuning. This step was conducted to summarize the data and represent various 
products into several categories obtained from the clustering results. Our findings show that 
machine learning algorithms outperform classic statistical approaches, particularly the ensemble 
learner XGB, which had the least RMSE and MAPE scores, at 55.77 and 41.18, respectively. In 
the future, these results can be utilized and tested against real-world business activities to help 
managers create precise inventory management strategies that can increase productivity across 
all service areas. 
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INTRODUCTION 
Data analytics is no longer limited to 

huge multinational companies due to 
advancements in data processing and 
storage capacity. However, it can be critical 
in developing strategies to support 
businesses of all sizes. On the other hand, 
small and medium-sized businesses should 
be able to use data analytics to uncover 
information such as client purchase habits, 

demand forecasting, and effective customer 
relationship management. According to 
Bokman et al. [1],  businesses that use 
consumer analytics beat their competition by 
126%. In contrast, failing to consider data 
analysis in strategy formulation may put you 
at a competitive disadvantage. 

Furthermore, increased consumer 
demand for goods and services has 
encouraged small and medium-sized 
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businesses to look for ways to improve 
operational efficiency in any service domain. 
Internal logistics and warehousing are high-
growth sectors that can increase an 
organization's operational efficiency [2], [3] 
and have been the subject of several 
studies, as evidenced by the fact that 
influential organizations have conducted 
them [1]. Businesses have encouraged and 
supported the fulfillment of customer 
requirements and expectations throughout 
the supply chain and warehouse activities, 
which are critical to a company's operational 
performance. They discovered that inventory 
management significantly impacts logistics 
performance indices, particularly for 
organizations looking to reduce costs and 
improve product formulation and delivery 
procedures. 

Inventory management refers to 
administering and maintaining a company's 
stock or inventory. In this context, the word 
"inventory" refers to raw materials, auxiliary 
materials, items in production, finished 
goods, and spare parts. Several intelligent 
inventory management solutions have been 
investigated to increase inventory 
management effectiveness [4]–[6]. Inventory 
management is closely linked to customer 
relationship management, and several 
technologies are used to meet consumer 
demand by shifting from traditional to 
innovative inventory management. Various 
approaches are available for forecasting 
client demand. Two possible strategies are 
to employ statistical analytic methodology 
and data mining approaches. A prediction 
based on statistics or mathematical analysis 
strongly relies on the quality of historical data 
(such as transaction history/product orders). 
As a result, if an organization has archives of 
high-quality data, making more accurate 
estimations will be easier. Organizations that 
use this inventory management technique 
typically have a quantitative analytic staff 
that analyzes historical data on a regular 
basis to uncover potential patterns and 
trends in market demand. The requirements 
analysis is based on historical customer 
demand transactions and will be used to 
manage the firm's inventories.  

X. Guo's research [7] observed past 
order data to estimate client demand. The 

initial investigation consisted primarily of 
scanning the company's website for 
information on product orders. Then, utilizing 
data mining tools, the study was undertaken 
on projected future consumer requests until 
a more efficient inventory management 
policy was established. Inventory 
management using data mining and sales 
history data may significantly reduce total 
inventory expenses. As previously stated, 
data quality is critical for achieving high-
significance estimations and efficiency. 
However, the previous study showed that 
the gathered findings might still be 
improved/optimized because web-collected 
data is typically poor-quality and requires 
numerous additional procedures to be pre-
processed. Another study [8] used data 
mining techniques to control inventories and 
focused on associating historical data with 
decision-making. A complete analysis was 
conducted based on the observed 
intercorrelation to boost forecast accuracy, 
and the authors believe that the company's 
expenses and consumption will be lowered. 
Moreover, a predictive analytics-based 
approach for inventory management that 
uses machine learning algorithms to analyze 
sales data and predict future demand has 
already conducted. The authors focus on the 
use of time-series forecasting models to 
make accurate demand forecasts and 
optimize inventory levels. The proposed 
approach also incorporates a dynamic 
pricing model that adjusts prices based on 
demand patterns, which can help to further 
optimize inventory and reduce costs. The 
paper presents a case study demonstrating 
the proposed approach's effectiveness in 
improving inventory management for an 
online retailer. 

Moreover, Zhang’s [9] literature 
review comprehensively reviews the existing 
literature on inventory management for 
spare parts. The author discusses various 
approaches and techniques for spare parts 
inventory management, including 
forecasting demand, setting inventory levels, 
and determining reorder points. The paper 
also examines the challenges and 
opportunities associated with spare parts 
inventory management, such as intermittent 
demand, obsolescence, and service level 
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agreements. Overall, the paper provides a 
useful resource for researchers and 
practitioners seeking to improve spare parts 
inventory management in various industries, 
including manufacturing, aerospace, and 
healthcare. 

This research aims to utilize various 
analysis techniques to determine the most 
appropriate model for one of the Small and 
Medium-Sized Leathercraft Businesses in 
Yogyakarta, Indonesia, as in previous 
studies. The selected leathercraft industry is 
among the largest SMEs in Yogyakarta, 
established in 2011, and sells its products 
through various channels. The company has 
not yet employed a data analytics approach 
in its decision-making process. Thus, this 
study seeks to provide valuable insights into 
the business by suggesting a demand 
forecasting model that aligns with service 
requirements, such as avoiding stock-outs or 
over-orders. To achieve the company's goal 
of delivering the best services to its 
customers, we will identify the most suitable 
demand forecasting technique that allows 
them to predict future monthly demand 
forecasts. 

Since our objective is to develop the 
most relevant forecasting model concepts to 
assist the company in managing its inventory 
of handcrafted products across multiple 
parameters, the main takeaway of our study 
is that it is crucial to construct the forecasting 
model with particular consideration for the 
type of dataset in order to achieve higher 
accuracy. We will use a transactional 
historical time-series dataset to compare 
several demand forecasting algorithms. This 
work will make several contributions, 
including: (1) employing machine learning 
clustering to categorize various products 
with similar characteristics for efficiency, (2) 
utilizing demand forecasting based on 
statistical computation and machine learning 
algorithms to predict demand and provide a 
comparative analysis of each model's 
performance, and (3) suggesting the best 
forecasting model for one of the largest 
leathercraft SMEs in Yogyakarta's inventory 
management. 

 

METHOD 
Forecasting models can be classified 

into two types: qualitative and quantitative, 
each with three approaches based on 
analytical methodology: statistical, data 
mining/machine learning-based, and hybrid. 
The literature on business forecasting 
outlines continuous and intermittent demand 
techniques based on underlying market 
demands for products to manage inventory. 
Identifying trends such as intermittency is 
critical for selecting the best forecasting 
strategy. A typical approach that 
emphasizes expert judgment or client 
viewpoints above quantitative analysis is 
qualitative forecasting, also known as 
judgmental forecasting. Qualitative 
forecasting is desirable and frequently 
necessary in the absence of historical data 
to support quantitative methodologies or 
when past values have little or no influence 
on future events. However, qualitative 
forecasting is prone to bias due to its reliance 
on human opinion, which can be influenced 
by personal and political objectives. Experts 
and forecasters also tend to place greater 
emphasis on recent historical happenings, 
resulting in estimates that are close to the 
current reference point, adding another 
challenge to appraising predictions. 

Quantitative forecasting uses 
mathematical (statistical) models to predict 
the future. Since quantitative forecasting 
models are objective, they should be used 
whenever there is a substantial amount of 
previous data that can be logically 
associated with predicted values (i.e., past 
historical data have unique trends and 
continuous values). Cross-sectional or time-
series data can be used for quantitative 
forecasting, with time-series data being the 
most common type used for predictions. 
Quantitative forecasting uses various 
models based on unique combinations of 
predictive parameters and are included in 
one of two categories: time-series or 
explanatory. Explanatory forecasting models 
aim to identify the factors that affect the 
target variable, such as inflation, while not 
taking previous trends into consideration. 
Regression analysis is the most well-known 
method in the field of forecasting. 
Regression projections explore the 
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relationships between one or more 
dependent variables and an independent 
variable. 

The following explanation covers a 
variety of time forecasting methodologies 
and current publications on demand 
forecasting applications, split into three 
categories: statistical, machine learning, and 
hybrid. 
 

Statistical Procedures 
Time-series forecasting, particularly 

demand and sales forecasting, is often 
accomplished through statistical methods. 
Furthermore, statistical methods can be 
broadly classified as either continuous, 
where a constant time-series pattern 
captures the demand history, or non-
continuous. Additionally, there is an ad hoc 
intermittent special analytic technique for 
slow-moving items. As part of our literature 
review, in this section, we will 
comprehensively discuss several examples 
of well-known classic statistical forecasting 
approaches and some of the straightforward 
methodologies that are frequently used. 

The implementation of forecasting 
methods on time series data relies mainly on 
Exponential Smoothing models. This 
method generates projections as the 
weighted average of previous data. There 
are several approaches to exponential 
smoothing, including simple, double, and 
triple Exponential Smoothing models. The 
Autoregressive Integrated Moving Average 
model [10] combines the best aspects of 
autoregressive and moving average models 
by differentiating time series data. ARIMA 
iteratively executes three stages using the 
Box-Jenkins method: model detection, 
parameter estimation, and diagnostic 
checking. The Theta Model [11] is frequently 
applied in time series forecasting, 
particularly in supply chain management and 
planning, because of the precision of its point 
forecasts [12]. The Vector Autoregressive 
(VAR) model [13] extends the univariate 
autoregressive model's capabilities to 
multivariate time series prediction. It has 
become a common tool for time series 
forecasting due to its ease of use and 
versatility. However, selecting the variables 
and lags employed in a VAR model is 

essential. To keep this method performing 
well, limit the number of variables to the 
correlated ones. 

Machine Learning Methods 
Machine learning (ML) approaches 

were first used for forecasting in 1964, but 
little follow-up work was done for several 
decades. Since then, several studies have 
been conducted on applying ML systems to 
demand to forecast. The most popular time-
series forecasting models include CART 
regression trees [14], Generalized 
Regression Neural Networks [15], K-Nearest 
Neighbor regression [16], Bayesian Neural 
Networks [17], Gaussian Processes 
regression [18], Long Short Term Memory 
network [19], Multi-Layer Perceptron [20], 
Recurrent Neural Networks [21], and Radial 
Basis Functions [22]. Several large-scale 
comparative studies, most of which are 
empirical, have reviewed different 
approaches to regression or time-series 
forecasting challenges. In a significant 
comparative study [23], the Multi-Layer 
Perceptron and Gaussian Processes 
regression were the most effective 
algorithms, followed by Bayesian Neural 
Networks and Support Vector Regression. 
Another study [24] using time-series data 
points discovered that the model with the 
best performance was Radial Basis 
Functions, followed by Recurrent Neural 
Networks and Multi-Layer Perceptron. 
Generalized Regression Neural Networks, 
on the other hand, had the worst 
performance according to recent 
comparison research [25], and Multi-Layer 
Perceptron is the most viable forecasting 
strategy among Machine Learning models. 
Although each method has advantages and 
weaknesses, data quality is critical for any 
empirical study seeking to evaluate the 
performance of a specific forecasting 
methodology. As such, there is no "generic" 
guaranteed technique for making 
predictions. The nature of the data and the 
situation in which the forecast is being made 
should affect the methodology chosen. 
Research also shows that Neural Networks 
and their variants perform the best of all 
machine learning algorithms when it comes 
to predicting time series. 
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Hybrid Approaches 
This approach aims to bring together 

the best features of many statistical and ML-
based forecasting techniques. Hybrid 
approaches include methods like SOM-SVR 
and ANN-ARIMA. To provide better learning 
and more precise prediction results, SOM-
SVR uses a Self-Organizing Map to first split 
the dataset into clusters, then a Support 
Vector Regressor delivers grouped data. 
Tay and Caos' research [26] utilized the 
hybrid SOM-SVR for financial time series 
forecasting. Moreover, ANN-ARIMA has 
produced more accurate forecasts because 
of its ability to cover linear and nonlinear time 
series components [27]. Time-series 
forecasting problems, including the 
prediction of energy prices and stock market 
movements [28], have benefited from this 
hybrid approach. 

We concluded from our thorough 
investigation that no single forecasting 
approach outperforms all scenarios. For the 
most accurate forecasts, it is necessary to 
first examine the data and its properties. This 
research aimed to evaluate which 
forecasting methodologies would be the 
most efficient for one of the leathercraft 
Small and Medium-Sized Businesses in 
Yogyakarta, Indonesia. The steps we took to 
complete our contribution are detailed in the 
following parts. 

 
Figure 1. CRISP-DM methodology [29] 

 
First, we applied a Cross Industry 

Standard Process for Data Mining (CRISP-
DM) [29] approach to resolve our demand 

forecasting comparative research. The 
stages of CRISP-DM are depicted in Fig. 1. 
CRISP-DM methodology is the most widely 
disseminated standard process model that 
describes common data mining techniques 
and phases. The initial phase is to analyze 
the business process and available data, 
followed by data preparation and modeling, 
and lastly, evaluate the model. This study, 
however, did not encompass the deployment 
step. The procedures involved at each level 
are outlined below. 
 

Business & Data Understanding 
After collecting the necessary 

transactional data from various sales 
channels in the leathercraft industry, we first 
evaluate the data that will be used to create 
a solution as the initial step in developing a 
demand forecast. Therefore, the exploratory 
data analysis process involves the following 
steps: first, visualizing historical sales and 
demand data; second, analyzing the primary 
characteristics of demand and sales time 
series; and third, examining the cross-
correlation between demand and other time-
dependent variables (such as product price). 
Additionally, we have incorporated certain 
features into the datasets. For example, we 
included vacation dates in our analysis to 
determine if external factors could aid in 
demand forecasting. While compiling holiday 
information, we considered both the general 
public's interests and observable school 
holiday periods. 

 

Data Preparation 
After completing the above stages, 

and considering that numerous products 
have already been sold, we recommend 
grouping the products into specific clusters 
to generate a demand prediction forecast for 
each group. To classify products with similar 
characteristics into multiple categories, we 
will use K-Means, a machine learning 
clustering approach. We will utilize 
hyperparameter tuning techniques such as 
the elbow method to determine the optimal 
number of k-clusters that reflect the best 
number of product groups. We do not wish 
to specify the exact number of categories 
required, as we aim to use a machine 
learning implementation to find the most 
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suitable number of clusters based on their 
characteristics.  

Our objective here is to identify the 
optimal number of clusters that exhibit 
similar characteristics in the data. The 
parameter "k" is used to define the number 
of groups into which the data should be 
divided. The elbow method is utilized as a 
hyperparameter tuning technique to 
determine the ideal number of clusters. The 
appropriate number of clusters is achieved 
when the SSE sharply declines initially and 
then levels off as k increases. This 
phenomenon can be evaluated through the 
SSE plot of each k iteration. 

 

Modeling 
Table 1 summarizes the models 

investigated in this comparative analysis, 
aimed at comparing machine learning and 
traditional (classical) forecasting methods. 
Therefore, we chose SARIMA, a common 
univariate methodology, as well as 
SARIMAX, a multivariate classical 
alternative, to be compared with machine 
learning algorithms in our study. We also 
investigated machine learning approaches 
capable of capturing nonlinear relationships, 
taking into account the probability of temporal 
dependencies. For this purpose, we built a 
Recurrent Neural Network (RNN) using Long 
Short-Term Memory (LSTM) network cells. 
Additionally, we included Extreme Gradient 
Boosting in this comparative study, as 
integrated or ensemble approaches have 
been found to perform better than standalone 
ones in certain cases [30], [31]. Lastly, we 
included a Bayesian approach to model 
uncertainty using Gaussian Process 
Regression. 

 
 

Table 1. Comparative analysis algorithm list 
Algorithm Abbreviation 

Algorithm Abbreviation 

Seasonal Autoregressive 
Integrated Moving Average 

SARIMA 

Seasonal Autoregressive 
Integrated Moving Average with 
external factors 

SARIMAX 

Long Short-Term Memory 
Network 

LSTM 

Extreme Gradient Boosting 
(XGBoost) 

XGB 

Gaussian Process Regression GPR 

 

We used time series cross-validation 
with regular model fitting to simulate the 
operational demand forecasting scenario 
with frequently updated business sales 
reports and a potentially shifting data 
distribution. Firstly, the 30 most recent 
months were selected as the training set to 
determine the best hyperparameter 
combination. The remaining data was used 
as the testing set. The model configuration 
with the best performance across the entire 
test set was chosen based on the evaluation 
metrics. 
 

Evaluation 
We used the Root Mean Squared 

Error (RMSE) in Equation 1 and the Mean 
Absolute Percent Error (MAPE) in Equation 2 
for model evaluation. A lower score indicates 
improved performance across all 
assessment metrics. We added a constant 
value to the denominator to avoid division by 
zero when using MAPE. MAPE values can 
potentially increase significantly when 
demand numbers are close to zero, which is 
a common situation in daily observation 
datasets. 
 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
  ∑  (yi − ŷi)

2n
i=1                                (1) 

 

𝑀𝐴𝑃𝐸 =  
100%

𝑛
 ∑  |

𝑦𝑖−�̂�𝑖

𝑦𝑖
|𝑛

𝑖=1            (2) 

 

where 𝑛 is the number of data points, yi is 

the i-th measurement, and ŷi is its 

corresponding prediction. 
 

RESULT AND DISCUSSION 
This section summarizes our 

findings, followed by an in-depth analysis of 
our experimental research. After studying 
the characteristics of historical sales data, 
we selected several product characteristics 
(Product Size, Product Motif, Product Color), 
sales amount, sales type, and unit pricing as 
clustering features. An overview of the data, 
including the attributes and value 
distributions for each attribute, is provided in 
Table 2.    
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Then, we employed K-means 
clustering to automatically cluster the data 
based on similar characteristics. Our aim 
was to determine the best number of clusters 
that represent the best data group with 
similar features. The k parameter indicates 
the number of groups into which the data 
should be aggregated. This research applies 
the elbow approach as hyperparameter 
tuning to determine the best number of 
clusters. The SSE is the elbow method's 
core index, representing the clustering 
impact indicating the clustering inaccuracy of 
all samples under evaluation of different k 
possibilities. When the number of clusters is 
fewer than k, increasing k amplifies the 
degree of aggregation of each cluster, hence 
reducing the SSE. k is considered as the 
correct amount of clusters when the SSE 
initially decreases sharply and then levels off 
as k increases.  

 
Table 2. Data Overview 

Attributes Value Distributions 

Product Name More than thousand unique 
product name 

Product Size  Small, Medium, Large 
Product Motif More than fifty unique 

product motif (batik motif, 
e.g.: Sidomukti, Parang, etc.) 

Product Color More than thirty unique 
product color (e.g. Havana, 
Borduk, etc.) 

Sales Amount 12 ~ 200 
Sales Type In stock, Pre-order 
Unit Pricing 75.000 ~ 1.195.000 

 
For each iteration, test results to 

determine the proper number of k clusters 
and their SSE value are represented in the k 
and SSE diagram in Fig 2. We aimed to vary 
the value of k from 1 to 8, and the graph 
below shows that three clusters are sufficient 
for grouping our transactional dataset. Three 
is chosen since SSE initially decreases 
sharply as seen in the figure below, then 
levels off as k increases. 

Then, the obtained k is used to group 
all the products into three cluster using K-
Means algorithm. Through cluster result data 
analysis, we concluded that the third 
category of products has the highest sales 
volume, the highest sales frequency, and the 
lowest price. We labeled this category as 
"Prioritized product" since these products 

have the highest customer demand and must 
always be kept in stock. The first category of 
products ranks second in terms of sales 
volume and frequency, and the unit price is 
also lower. So we named this group "Popular 
product," which should be kept in stock in 
moderate quantities. The second category of 
products is more expensive than the first and 
third categories, and its sales are still less 
frequent; hence we labeled these products 
as an "Exclusive Collection," which should be 
kept in limited quantities to provide 
alternative options while not interrupting cash 
flow. These classification results can be used 
to analyze whether the business's stock 
inventory is adequate on an operational 
basis.   

 

 
Figure 2. Elbow method SSE plot results to 
determine the best 𝑘 cluster is three 

 
The next step to achieve successful 

inventory management is to establish the 
exact amount of stock levels for each 
category mentioned above. The most 
straightforward strategy is to guess the 
proportion of stock in each category by trial 
and error. Unfortunately, such approaches 
impair a company's management team's 
ability to recognize critical moments. 
Therefore, the following section explores 
several demand forecasting methodologies 
to provide the manager with the best demand 
forecasting method, completing the inventory 
management process. Our analysis will only 
provide a rough estimate of which algorithm 
is most likely to produce the best results in 
our case study. In the future, the manager will 
need to implement a system that utilizes one 
of these demand forecasting methods to be 
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adequately prepared to develop inventory 
management strategies. 

Before machine learning algorithms 
can use the series data, which contains 
historical transactional data from the last 
three years (2020-2022), it must be turned 
into a supervised learning scenario. In other 
words, we convert numerical inputs into 
outputs by taking the features of earlier time 
steps t_2 and t_1 as input and output the 
supervised value of the current time step t. 
Then, we divide the dataset into training and 
testing data. We use the first 30 months of 
data for training and the last 6 months for 
testing. 

Hyperparameter tuning is a machine-
learning technique that takes a snapshot of a 
model's performance at a given time and 
compares it to earlier snapshots. Every 
machine learning method requires the 
establishment of hyperparameters before 
developing a model into a real intelligence 
system. By adjusting the hyperparameters of 
the model, we can boost our model's 
performance and validate the chosen 
parameters using the validation dataset. 

Before we describe our procedure 
further, it is important to understand the 
concept of cross-validation, which is a critical 
step in the hyperparameter tuning process. 
Cross-validation (CV) is a statistical 
technique used to evaluate the efficacy of 
machine learning models. Normally, we can 
predict how well a model will do on unknown 
data only after it has been trained. In other 
words, we cannot tell if the model is 
underfitting, overfitting, or performing well by 
evaluating how it performs on unknown data. 
When the data supplied is limited, cross-
validation is considered a highly beneficial 
way to establish a machine learning model's 
performance. To perform cross-validation, 
we set aside some of the data for testing and 
validation, meaning not all subsets will be 
used to train the model; several data points 
will be kept for future use to validate the 
model's performance. K-Fold is a popular 
cross-validation strategy, and we used it to 
validate our model. We used a value of 10 for 
K in our cross-validation process for each 
algorithm. Tables 3–5 display the 
hyperparameter scenarios used by 
SARIMAX, LSTM, and GPR in this study. 

 
Table 3. Seasonal Autoregressive Integrated 
Moving Average (with external factors) 
Hyperparameter  

Parameter Values 
𝑝/𝑞/𝑃/𝑄 [0, 1, 2, 3] 
𝑑/𝐷 [0, 1] 

𝑒𝑥𝑜𝑔 [False, True] 
𝑡𝑟𝑎𝑛𝑠𝑓 [False, 'log', 'pw'] 

 
Table 4. Long Short-Term Memory Network 
Hyperparameter 

Parameter Values 
activation_function ReLu 
optimizer Adam 
dropout_rate [0.0, 0.5] 
batch_size [4, 8, 16, 32] 
learning_rate [1e-3, 1e-2, 1e-1] 
min_val_loss_improvement [0.01, 0.1] 
max_epochs_wo_improvement [10, 30, 50, 100] 
lstm_hidden_dim [5, 10, 15, 50] 
lstm_num_layers [1, 2] 
seq_length [1, 4] 

 
 

Table 5. Extreme Gradient Boosting 
Hyperparameter 
Parameter Values 
learning_rate [0.05, 0.1, 0.3] 
max_depth [3, 5, 7] 
subsample [0.3, 0.7, 1] 
n_estimators [10, 100, 500, 1000] 
gamma [0, 1, 10] 
alpha [0, 0.1, 1, 10] 
reg_lambda [0, 0.1, 1, 10] 

 

Below is a summary outlining several 
hyperparameters that can be adjusted while 
optimizing GPR. Since the kernel function is 
the most influential GPR parameter, we 
experimented with a wide variety of kernel 
functions as well as specific combinations of 
a maximum of three different kernels. 

 
1. 𝑆𝑞𝑢𝑎𝑟𝑒𝑑𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙( ) 
2. 𝑀𝑎𝑡𝑒𝑟𝑛52( ) 
3. 𝑊ℎ𝑖𝑡𝑒( ) 
4. 𝑅𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐( ) 
5. 𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙( ) 
6. 𝑃𝑒𝑟𝑖𝑜𝑑𝑖𝑐(𝑘𝑒𝑟𝑛𝑒𝑙𝑠 =

𝑆𝑞𝑢𝑎𝑟𝑒𝑑𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(), 𝑝𝑒𝑟𝑖𝑜𝑑 =
𝑠𝑒𝑎𝑠𝑜𝑛𝑎𝑙_𝑝𝑒𝑟𝑖𝑜𝑑𝑠) 

7. 𝑃𝑒𝑟𝑖𝑜𝑑𝑖𝑐(𝑘𝑒𝑟𝑛𝑒𝑙𝑠 = 𝑀𝑎𝑡𝑒𝑟𝑛52(), 𝑝𝑒𝑟𝑖𝑜𝑑 =
𝑠𝑒𝑎𝑠𝑜𝑛𝑎𝑙_𝑝𝑒𝑟𝑖𝑜𝑑𝑠) 

8. 𝑃𝑒𝑟𝑖𝑜𝑑𝑖𝑐(𝑘𝑒𝑟𝑛𝑒𝑙𝑠 =
𝑅𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐(), 𝑝𝑒𝑟𝑖𝑜𝑑 =
𝑠𝑒𝑎𝑠𝑜𝑛𝑎𝑙_𝑝𝑒𝑟𝑖𝑜𝑑𝑠)] 

 

To thoroughly examine our 
experiments, we have prepared a summary 
of the results for each of the five demand 
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forecast methods investigated and the best 
evaluation metric results for each 
hyperparameter iteration. These results are 
shown in Table 6. SARIMA, the classic 
projection method, has an RMSE of 93.13 
and a MAPE of 85.29. The SARIMAX 
algorithm, an extension of SARIMA, 
performs better with an RMSE of 48.96 but 
has a higher MAPE of 89.85. The LSTM 
algorithm has a RMSE of 85.36 and a MAPE 
of 82.41. The ensemble learner XGB 
outperforms other algorithms with a RMSE of 
55.77 and a MAPE of 41.18, making it the 
most accurate algorithm for demand 
forecasting in this study. Finally, the 
Gaussian process regression (GPR) has a 
RMSE of 63.41 and a MAPE of 77.69.  

 
 
Table 6. Comparison of  metric evaluation results 
of all demand forecast model 

 

Our findings indicate that the 
machine learning-based techniques 
outperform the classic statistical approach in 
forecasting demand. XGB yields the best 
performance in terms of RMSE and MAPE, 
as highlighted in the table. In addition, the 
XGB ensemble outperformed the rest of the 
machine learning models. These findings 
demonstrate that the ensemble learning 
approach is preferable for capturing data 
phenomena in this use case. Compared to 
the other models evaluated, the results also 
reveal that XGB's superior performance can 
overcome the limited quantity of data used in 
this study, where only data from the previous 
three years were used. LSTM and GPR may 
not perform well in this case because the 
amount of information available significantly 
impacts the machine learning algorithms' 
performance. SARIMAX's comparable 
strong performance might be due to extrinsic 
variables such as distinct data dissemination 
in the training set, which could inhibit 
prediction. However, since all superior 
approaches were multivariate, the findings 
show that external inputs, such as holiday 

data and clusters' generated characteristics, 
lead to increased predicting ability. This 
extra information is also considered valuable 
in machine learning-based approaches. 

Based on the evaluation matrix, we 
will recommend the use of XGB projection as 
the demand forecasting model for our case 
study, one of Yogyakarta's Leathercraft 
Small and Medium-Sized Businesses. 
However, it is crucial to consider the impact 
of the new normal era after COVID-19. We 
suggest first using historical data as training 
data to determine if it fits well, as there may 
be different sales trends during the 
pandemic. 

 

CONCLUSION 
This study presents a preliminary 

comparative analysis of three Machine 
Learning approaches and two classic 
projection methods for demand forecasting in 
Leathercraft Small and Medium-Sized 
Businesses. Firstly, we utilized K-means 
clustering to group the products into three 
clusters based on the similarity of product 
characteristics, using the elbow method's 
hyperparameter tuning. Furthermore, the 
data was summarized to represent the 
significance of the clustering results. The 
"Prioritized product" cluster had the highest 
sales volume and frequency, and the price 
was also relatively low. The products in the 
"Popular product" cluster ranked second in 
terms of sales volume and frequency, and 
the price was also relatively low. The 
"Exclusive collection" cluster contained more 
expensive products than the first two 
categories, and its sales were less frequent, 
and the unit price was also lower. According 
to strategic inventory management 
recommendations, "Popular Products" 
should be retained in moderation, "Priority 
Products" should be kept in large quantities, 
and "Exclusive Collections" should be 
preserved in limited quantities to provide 
alternative options while not interrupting cash 
flow. 

The evaluation results of five different 
demand forecasting algorithms, including a 
classic projection method, are presented. In 
the evaluation of demand forecasting 
algorithms, SARIMA, which is a traditional 
projection method, produces a RMSE of 

Algorithm 
Evaluation Metric 

RMSE MAPE 

SARIMA 93.13 85.29 

SARIMAX 48.96 89.85 

LSTM 85.36 82.41 

XGB 55.77 41.18 

GPR 63. 41 77.69 
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93.13 and a MAPE of 85.29. On the other 
hand, the SARIMAX algorithm, which is a 
modification of SARIMA, performs better with 
an RMSE of 48.96, but its MAPE is higher at 
89.85. In terms of the LSTM algorithm, it 
generates a RMSE of 85.36 and a MAPE of 
82.41. In comparison, the ensemble learner 
XGB stands out as the most accurate 
algorithm for demand forecasting in this 
study, with a RMSE of 55.77 and a MAPE of 
41.18. Lastly, the Gaussian process 
regression (GPR) has a RMSE of 63.41 and 
a MAPE of 77.69. Overall, the results show 
that machine learning algorithms outperform 
the classic projection method, and XGB is the 
most accurate algorithm for demand 
forecasting in this study. 

Furthermore, in the future, these results 
can be utilized and tested against real-world 
business activities to help managers create 
accurate inventory management strategies. 
As a suggestion for subsequent 
implementation, considering the new normal 
era after COVID-19, historical data should be 
used as training data first to determine if it fits 
well since there may be a different trend 
during the pandemic in terms of sales data. 
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