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Abstract. The use of the Analytical Hierarchy Process (AHP) is frequent in supplier selection.
First, AHP is a pairwise comparison between criteria. If the pairwise comparisons are
inconsistent, the result is invalid. Thus, the process of comparing criteria must be repeated
continuously until valid results are obtained. This process takes time and costs so it is considered
inefficient. This research proposes the application of the Hamilton chain process into the
pairwise comparison matrix. One criterion is symbolized as a knot, while the arc is symbolized
as the pairwise comparison value between the two nodes or the connected criterion. In the
network model of the AHP method, each node is connected to all other nodes without exception.
Whereas in the proposed method, each criterion or node is compared only once. That said,
avoiding inconsistencies can be made. The consistency ratio result of the proposed method is
found to be consistent.

Keywords. Analytical Hierarchy Process (AHP), supplier selection, Hamilton chain, criteria

1. Introduction

Proper supplier selection based on several criteria considered is one of the multi-criteria
decision making (MCDM) methods [1]. One of the MCDM methods that are often used in
supplier selection is the Analytical Hierarchy Process (AHP) because it is considered quite
effective [2]. In the Analytical Hierarchy Process (AHP), one criterion is compared with other
criteria by decision-makers or experts in their figld [3]. This comparison is to assess how high
the importance of one criterion to another [4]. Each comparison value is then compiled into a
pairwise comparison matrix. This assessment is prone to inconsistency from decision-makers

(5]
Qhe pairwise comparison matrix is very decisive in AHP [6][7]. Because, ifge pairwise

comparison matrix is inconsistent, the results will be invalid [8]. If the results are invalid, then
the process of comparing between criteria carried out by the decision-maker or expert must be

376




.___} Technium Social Sciences Journal
J Vol. 13, 376-394, November 2020
I ISSN: 2668-7798
\;‘J SOCIAL SCIENCES JOURNAL www.lechniumscience.com

repeated continuously until a consistent pairwise comparison matrix is obtained [9]. This
iteration process will require time and cost so that the old method is considered inefficient.

Based on the aforementioned weaknesses, then Chandavarkar and Guddeti [10] proposed a
new way to improve it. The trick is to use the equation L, — L4 + 1, where the values of L, and
Ly are the value of the level of importance of the criteria g and p. Inthe research of Chandavarkar
and Guddeti [10], it is proposed that ifboth (L, and L,) are the same in value, then the a,, matrix
element in the pairwise comparison matrix is 1. However, if the value of L, is greater than the
value of L, then the element of the a,, matrix in the pairwise comparison matrix is L, — L, + 1.
And the last possible culdition is if the value of , is less than the value of L,, then the element
of the a, matrix in the pairwise comparison matrix is 1/(L, — Ly + 1). Chandavarkar and Guddeti
[10] argue that inconsistencies often occur because the range of values between criteria is very
wide. So, by using the equation L, — L, + 1, it is expected that the distance between the criteria
values will be closer, and ultimately will be consistent.

Another study that also states that it can improve AHP is Li et al. [11]. The basic idea is that
the importance scale in the AHP was replaced by Li et al. [11]. The crisp value of each level of
importance, namely 1, 3, 5, 7, and 9, was changed to the decimal numbers 0.5, 0.6, 0.7, 0.8, and
the decimal number 0.9. As for inverse comparison, in the research of Li et al. [11] using
the equation ry=1-r. Therefore, if criterion C; compared to the criterion C; has a r; value, then
the criterion C; compared to the criterion C; will have a value r;=1-r;;. The weakness of the
modification of the importance scale by Li et al. [11] stated that the resulting value may be less
accurate.

The weaknesses of the proposed method from Chandavarkar and Guddeti [10] and Li et al.
[11] still requires comparisons between criteria for each criterion individually, so that if the
number of criteria is very large (more than seven criteria) it will be prone to inconsistencies.
These two studies were later refined by Ristono et al. [8]. Ristono et al. [8] propose a sequence
of criteria considered by decision-makers. Each sequence follows a level of importance to
supplier selection. The first order criteria are given the highest score, while the last order criteria
are given the lowest score. Therefore, if one is compared between these criteria, it will have a
consistent value. Thus, the pairwise comparison results between criteria will also be consistent.
So, the results of the weighted criteria will be valid.

This study proposes a Hamilton chain that is hybridized with AHP. The pairwise comparison
matrix between criteria can be formed as a network. The trick is if a criterion is symbolized by
a vertex, and because the arc symbolizes as a pairwise comparison value between criteria, then
between one node and another node is connected by an arc. Thus, if the pairwise connarison in
AHP can be formed a pairwise comparison network model between criteria, where each node
is connected to all other nodes. This is because the old method (pure AHP) is that each criterion
is ﬂvays compared with all existing criteria.

he new way proposes creating a path that only visits one node once. The proposed path is
through the criterion node C,, then going to the criterion node C>, then going to the criterion
node C3, and so on until it reaches the criterion node C,, where # is the number of criteria. Thus,
a Hamilton path will be formed. g§ased on the Hamilton pathway, what is compared isgghe
criterion C1 with the criterion Cz, then the criterion C> is compared with the criterion C:, then
the criterion Cs is compared with the criterion Cs, and so on until it comes to a comparison
between the criterion C,.;and the criterion C,,, where n is the number of criteria.

Thus, forg;mparison values between criteria other than pairs in the Hamilton path, it can be
searchediby using the multiplication of the comparative values between criteria that have been
formed 1n the Hamilton path. For example, if the comparison value between criterion C; and
criterion Cz is a;2 (C; = a;2C:), and the comparison value between criterion C:> and criterion C3
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is a2;3 (C> = a23C3), then the comparison value between criterion C; and criterion Cz is a;2 a»;3.
This value comes from the equation C; = a;>C> and the equation C> = a23C3,s0 C;= a2 a»Cs.
And if you are looking for a comparison value between the criterion Cr and criterion Cy, it can
be seen from the equation Cs = a34Cs and the previous equation, namely C; = a2 a23C3. Then
the equation C1 = ar2 ax; asgf’s is formed. And so on, then all comparisons between criteria will
be searchable based solely on the Hamilton path.

Therefore, using the proposed method, the pairwise comparison is only between certain
criteria and does not have to be compared between one criterion and all the other criteria. This
will save the number of pairwise comparisons. Besides, the proposed method is also able to
ensure consistent results. The proof is that if the C; criterion is more important than the C>
criterion, it means that the comparison value is greater than one or a;>> |, and if the C; criterion
is more important than the C; criterion, it means that the comparison value is greater than one
or az;> 1. Thus, it is certain that the C; criterion is more important than the Cj; criterion because
the value of a;>a2; > 1, and this is consistent. Likewise, if there is a criterion Cj; that is more
important than the criterion Cy, it means that the comparison value is greater than one or ass>
1. Thus, it is certain that the C; criterion is more important than the Cy criterion because the
value of as2az3az4> 1, and this is consistent. And so on, for comparisons between other criteria,
it will also be consistent.

From the background that has been described above, this study will develop a way of
assessing and selecting valid suppliers without having to repeat. Specific research objectives
are formulated as follows: (1) The supplier selection algorithm is following the criteria and
assessment of the company, (2) The supplier assessment uses the proposed algorithm by
utilizing the Hamilton chain principles so that the results are always valid.

2. Supplier selection

2.1. Weighting criteria

Weighting criteria is one part of the supplier selection process. Before assigning a value to each
criterion from each supplier, each criterion must be given a weight [8]. One way of weighting
criteria that is often used is to make pairwise comparisons between these criteria [2]. Each
criterion is compared with the other criteria [12]. What is compared is the level of importance
[4]. If one criterion is considered more important than one other criterion, then the value must
be above zero and the whole. But if on the other hand, one criterion is considered less important
than the other criteria, then the value must be above zero and a fraction.

Each criterion must be compared with the other criteria, without being left behind [1]. So, if
there are n criteria, then one criterion must be compared with the other criteria ,.; times. Suppose
there are 4 criteria, each of which is C,, C>, C3, and Cy. Then C; will experience three times
compared to other criteria, namely C; compared to C>, C; compared to C3, and C; compared to
Cy4. Likewise, with the criteria C>, C;, and C4 all of them will also experience three
comparisons. As for the comparison of one criterion with itself, then of course the value must
be one, so there is no need to be compared. So, for the four criteria, there will be twelve
comparisons between the criteria. Because Cr will experience three times compared to other
criteria, C2 will experience three times compared to other criteria, C3 will experience three times
compared to other criteria, and Cs will experience three times compared to other criteria. Thus,
in total there are twelve comparisons between criteria. With that being said, if there are criterion
n, the number of comparisons is n(n-1) comparisons.

If all the comparison values between these criteria are included in a matrix, it is called the
pairwise comparison matrix [2]. So, the pairwise comparison matrix is a matrix that compares
the importance of one criterion to another [12]. Usually, those who make comparisons between
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these criteria are professional experts who are competent in the problem of being studied or
decision-makers in a company [3]. The value given by the expert or decision maker when
making the comparison is in the value range | to 9 [1]. Each value has a different meaning
according to its level of importance.

The difference in the level of importance is known as the degree of importance [13]. The
meaning of the value or degree of importance of each value can be seen in Table 1. Number 1
if it is “equally important". Number 2 if the first criterion is more "weak or slight" (important
but weak) than the second criterion. Number 3 if the first criterion is of "moderate importance"
(quite important) than the second criterion. Number 4 if the first criterion is more "moderate
plus" (above important) than the second criterion. Number 5 if the first criterion is of "strong
importance" than the second criterion. Number 6 if the first criterion is more "strong plus"
(above strong importance) than the second criterion. Number 7 if the first criterion is "very
strong" than the second criterion. Number 8 if the first criterion is more "very, very strong" than
the second criterion. Number 9 if the criteria are of "extreme importance" (extraordinarily
important) than the second criterion.

Table 1. Significance value [12]

Significance value Description
1.0 The criterion i is of equal importance with criterion j
2.0 The criterion i is weaker/slight than criterion j
30 "_J"he criterion 7 is more moderate importance than criterion
40 ?he criterion 7 is moderate plus the importance of
' criterion j
5.0 “:e criterion / is the strong importance of criterion j
6.0 e criterion { is the strong plus of the criterion j
7.0 The criterion i is very strong importance of the criterion j
8.0 q:e criterion i is extremely strong of the criterion j
9.0 g criterion i is the extreme importance of criterion j

If criterion C; is compared with the criterion C; has p-value, then the criterion C; is compared
with the criterion C: will be 1/p [14]. Thus, if an expert or decision-maker considers that
criterion C; is of "strong importance" (more very important) than the criterion C;, then the value
of the importance level is 5. Number 5 is a representation of the word "strong importance",
according to Table 1. Thus, criterion C; when compared with the criterion C;, of course, the
value is %4 Likewise for other levels of interest, following the perceptions of the experts or
decision-makers. Comparison values between criteria which represent thgpdegree of importance
as described above are then arranged in a pairwise comparison matrix. If there are #» criteria, a
pairwise comparison matrix of n x n will be formed. The pairwise comparison matrix can be
seen in equation (1) [14].

In equation (1), the matrix element %12is the comparison value between the criterion C;
compared to criterion C», while the matrix elements %3 are the comparison values between
criterion C; compared to criterion Cj, and the matrix elements %23 are the comparison values

between criterion C> compared to criterion Cs;, and so on until matrix elements “m . As the
previous explanation, that the comparison of a criterion against itself is worth one, then the
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values ofall,aii,a”, and so on is “» also worth one. So that equation (1) can be converted

into equation (2) [15]. Another previous explanation is that if criterion C; is compared to the
criterion C; has p-value, then the criterion C; is compared to the criterion C; will have a 1/p

value [14]. Thus, the value %21equals 1/%2 the value @1 equals 1/%13, the value aﬁlequals 1/

al-*, and 50 on until the value = equals 1/ %,

ay Gy Gy 4y . a4y,
Ay Uyy Uyy Uy oy,
a:ﬁ 1 a:\: a:\:ﬁ a:ﬁ-‘ - a:\”
a, Ay 4 a4y .4y,
|y Gy Oy dy e d | (1)
I a, a; ay .. a,
a1 ay ay ay,
Ay L ay, .. oa,
ay a;n a1 .Loa,
|t Gy Gy Gy e 1 ] (2)
With:

a;j gethe pairwise comparison matrix elements.

?0 get the weight of each criterion is to use three steps, namely (1) filling in the pair-wise
comparison matrix (a;;), (2) making a normalized matrix (Rj), and (3) measurement of the
relative weight of each criterion (relative weight) (Gi) [16]. The principle of making a
normalized matrix is by dividing each matrix element in the pairwise comparison matrix with
the result of the sum of each matrix element in the same column. The normalized matrix can be
seen in equation (3) [16].

If the normalized matrix has been obtained, the next step is to determine the relative weight.
The weight for the first criterion or W; is obtained by adding up all the matrix elements in the
normalized matrix in the first row, then dividing by the number of criteria. Likewise, the weight
for the second criterion or W is also obtained in the same way, namely adding up all the matrix
elements in the normalized matrix on the second row, then dividing by the number of criteria.
The weight for the third criterion or W3 is also obtained in the same way, namely adding up all
the matrix elements in the normalized matrix in the third row, then dividing by the number of
criteria. And so on until the weight for the last criterion or W, is obtained by adding up all the
matrix elements in the normalized matrix in the last row (n-th row), then dividing by the number
of criteria. The relative weight matrix of each criterion can be seen in equation (4) [16].
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With:
gij = the pairwise comparison matrix elements.
m = number of criteria

2.2. Weighting validation
The results of the weighted criteria that have been obtained are not necessarily valid. Two things
must be considered to get a valid weighting result. First is the process of calculating the weight
of the criteria and the second is how to obtain the data. If the calculation process has been
carried out correctly, then errors can occur in obtaining the data. So, the validity of the weighted
value depends on the input. In this case, the data obtained as input for the pgirwise comparison
matrix is the comparison value given from a decision-maker or expert [15]. Meanwhile, experts
or decision-makers are humans who certainly cannot avoid mistakes. Thus, AHP has not been
able to overcome the uncertainty and ambiguity of the experts' assessments [5][17][18]. This is
very possible if the number of criteria to be compared is quite large. Because, a large number
of criteria will make it difficult to achieve consistent results [19]. Thus, it is recommended to
use criteria less than seven so that the comparison between these criteria is consistent [20].
Inconsistefpy occurs if the comparison values between criteria are inconsistent [21]. For
example, the expert or decision-maker thinks that criterion@ is "more important" than criterion
C;, and criterion C3 is "more important” than criterion C>. Thus, if the expert or decision-maker
considers criterion C; "more important" than criterion C3z, then this statement is inconsistent.
Because, logically, if C2 > C; and C3 > C», then C3 > C; and it cannot be C3 < C;. If the results
of the comparisons between these criteria are inconsistent, then the weighted result of the
criteria is invalid. However, if the inconsistency occurs in only a small part of the assessment
between criteria, then sometimes this is still considered normal. What matters is how much of
this inconsistency is allowed to occur. Saaty [22] proposes a measure of the validity of a
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pairwise comparison matrix and also provides a solution to the problem of how much of this
inconsistency is allowed to occur.

There are 3 stages in measuring the validity, namely (1) calculating the Eigenvalue
(Eigenvalue) of each criterion (4;), (2) determining the consistency index (CI), and (3)
measuring the consistency ratio (CR) [21]. The Eigenvalue of criterion one can be obtained
from multiplying the elements in the pairwise comparison matrix in the first row with the
criterion weights of each column, then adding and dividing by the weight of the first criterion.
Meanwhile, the Eigenvalue of the second criterion can be obtained from multiplying the
elements in the pairwise comparison matrix in the second row with the criterion weights of each
column, then added and divided by the weight of the second criterion. And so on until the
Eigenvalues of the criterion n-th which can be obtained from the multiplication of the elements
in the paired comparison matrix in the last (n-th) row with the criterion weight of each column,
then are added and divided by the weight of the criterion n-th. After the Eigenvalues are
obtained, the next step is to calculate the consistency index [21]. The consistency index is the
ratio between the differences between the maximum Eigenvalues (An.) minus the number of
criteria with the degree of freedom. The degrees of freedom are the number of criteria minus
one.

The maximum Eigenvalue (Amax) is not taken from the largest Eigenvalues among the
Eigenvalue of each criterion but is taken from the average Eigenvalue of each of these criteria.
Thus, the maximum Eigenvalue (Amax) is the sum of all the Eigenvalues of each criterion divided
by the number of these criteria. If the consistency index value is compared to the random index
number, the consistency ratio will be obtained. If this consistency ratio is more than 10%, the
E®lution of the weighted criteria calculated in the previous calculation is declared invalid [13].
This is because if the consistency ratio is greater than 10%, the comparisoffmatrix between
criteria is declared inconsistent. However, if the result is the opposite, that is, if the consistency
ratio is less than I@fo, then the solution of the criteria weight calculated in the previous
calculation is valid. This is because if the consistency ratio is less than 10%, the comparison
matrix between criteria is stated to be consistent.

(@G, + GGy + v tq,,G,)1/G,)

[}.]: (421G + 42,Gs + ot 42,G, )1/ Gy)
_ GGy + G2Go + oot 4,,G, /G, )
With:
4i = Eigenvalue of criterion i.
gi;i = elements of the pairwise comparison matrix.
m = number of criteria.
G; = weight of criterion i.

1

\.Nherc ajj is the element of the pairwise comparison matrix between the criteria i and j, and
Wi is the relative weight of criterion i, where the value can be obtained by equation (5). The
notation /4; is the Eigenvalue of criterion i, and the notation n is the number of criteria.

|:[l[ Y A‘.)J—u]
n o

RI[n-1] (6)
Where 4; is the Eigenvalue of criterion { whose value can be obtained using equation (5), and n

is the number of criteria, and R/ is the random index, whose numbers can be obtained
analytically in research [20]. Different numbers of criteria have different R/ values.

CR=
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3. Proposed method

The weakness of the old method lies in the pairwise comparison matrix. This matrix is very
prone to inconsistencies. In the old way, the decision-maker or expert had to give a;; value or
comparison between criteria one by one. This comparison, if the amount is very large, requires
caution. The results of each a; value are entered in a matrix called the pairwise comparison
matrix. If the opinion of the decision-maker or expert is that a;> is greater than one and a>s is
also greater than one, then a;3 should also be greater than one. It can be explained that if a;> is
greater than one, it means that C; is more important than C>, and if a3 is greater than one then
it means that C> is more important than Cs. By using these two statements, the conclusion is
that C; is more important than C;. The statement in this conclusion can be written that a;3 is
greater than one. So if the decision-maker or expert gives a;3 value not greater than one or less
than one, then inconsistencies will appear. These are only three criteria, what if more than three
and so on, it will be very prone to inconsistencies. Based on the explanation for the emergence
of these inconsistencies, it is necessary to make pairwise comparisons that limit the
inconsistencies or even the absence of inconsisgancies.

This study proposes a Hamilton chain that is hybridized with the pairwise comparison matrix
in AHP. To simplify theggonceptual model, the pairwise comparison between criteria is
converted into a network. One criterion is symbolized as a node, while the arc indicates the
paired comparison value between the two connected nodes or criteria. From the old model,
there will be between one node and another vertex, always connected by an arc without
“ception. Thus, a pairwise comparison network model between criteria will be formed, where
each node is connected to all other nodes. This is because of the old way of comparing each
criterion with all the other criteria without exception. The new method is to propose evenly
traversing each node, but only once. The proposed path crossing to become the Hamilton path
is through the criterion node C;, then to the criterion node (>, proceed to the criterion node Cs,
and so on until it reaches the criterion node C,, where n is the number of criteria. Thus, a
Hamilton path will be formeggBased on the Hamilton pathway, what is compared iggthe C;
criteria with the criterion C:, then the criterion C: is compared with the criterion C3, then the
criterion C3 is compared with the Cy criterion, and so on until the criterion, Cy.s is compared to
the criterion Cs, where n is the number of criteria.

To avoid inconsistencies, we did not compare the criterion C, with the criterion C;. So that
the network that is formed is a modification of the Hamilton line because the network is not a
closed-loop like Hamilton's network but only in the form of an open Hamilton network. The
network formed starts from the criteria node C; to the criteria node C, and does not return to
the criteria node C;. If the network is closed, the criterion C, may be considered more important
than the criterion C; or criteria C,, > C;, whereas previously in the Hamilton chain or path that
was formed the criteria C, < Cy.y < ... < C> < (). Therefore, in the end, there is inconsistency,
and vice versa, there is a chance that the criterion C; is considered more important than the
criterion C, or criteria C; > C,, whereas previously in the Hamilton chain or path that was
formed the criteria Cy > Cut > ... > C2> Ci. The basic difference between the pairwise
comparison between the criteria in the old way and the new way can be illustrated using the
five criteria as in Figure 2.
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Figure 3. Filling the pairwise comparison matrix in the old way

By using the comparison value that is in the Hamilton pathway, the companw value
between criteria other than the pairs that are in the Hamilton path can be searched by using the
multiplication of the comparison values between the criteria in the Hamilton path. For example,
if the comparison value between criterion C; and criterion C: is a2 (C; = a;2C>), and the
comparison value between criterion C> and criterion C3 is a23 (C2 = a23C3), then the comparison
value between criterion C; and criterion C; is ay2 a23. This value comes from the equation C; =
a;2C> and the equation C> = a»Cs, so C; = a2 a23C;. And if you are looking for a comparison
value between the criterion C; and criterion Cy, it can be seen from the equation C; = a34Cy and
the previous equation, namely C; = ai2a23Cs. Then the equation Ci = arzazaz«Cy is formed.
And so on, then all comparisons between criteria will be searchable only based on the paired
comparison values that exist in the Hamilton path. Illustration of how to fill the matrix in the
network model can be seen in Figure 3 (old method) and Figure 4 (proposed method).
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Figure 4. Filling in the pairwise comparison matrix utilizing suggestions

The proposed method using the Hamilton path will save the number of pairwise comparisons
between criteria because each criterion is only compared to one other criterion. The proposed
method can also ensure the consistency of the pairwise comparison results. The proof'is that if
the criterion C; is more important than the criterion C>, it means that the comparison value is
greater than one or a;2> 1, and if the criterion C> is more important than the criterion Cs, it
means that the comparison value is greater than one or a>3> 1. Thus, it is certain that the C;
criterion is more important than the C; criterion because the value of a;2az; > 1, and this is
consistent. Likewise, if there is a criterion C; that is more important than the criterion Cy, it
means that the comparison value is greater than one or 34> 1. Thus, it is certain that the C;
criterion is more important than the Cy criterion because the value of as2a»azs> 1, and this is
consistent. And so on, for comparisons between other criteria, it will also be consistent.

4. Discussion

4.1. Stage of the proposed method

This study proposes an improvement to the old method employing additional steps before
determining the pairwise comparison matrix. The complete stages in the proposed method can
be seen in Figure 5. In the first stage, experts or decision-makers are asked to complete an
assessment of the importance of the first criterion to the second criterion. Then proceed to assess
the level of importance between the second and third criteria. And so on, so that the comparison
of the level of importance between the »-/ criterion and the last criterion (the n-th criterion) is
met.

So, if there are n criteria, what needs to be compared is the first criterion (C;) compared to
the level of importance in selecting suppliers with the second criterion (C?), the second criterion
(C2) compared to the level of importance in selecting suppliers with the third criterion (C3), the
third criterion (C3) is compared to the level of importance in selecting suppliers with the fourth
criterion (Cy) and so on until the comparison between the last criterion (C,) is compared to the
level of importance in selecting suppliers with the previous criteria ( C,.;). The judgment of this
expert or decision-maker follows a predetermined level of importance. The level of importance
between criteria can be seen in Table 1.

After assessing the importance of each criterion in selecting suppliers, the second step is to
create a pairwise comparison matrix between the criteria for all criteria. The arrangement of the
matrix is based on existing comparisons. Thus, a pairwise comparison matrix will be formed,
where the values will always be constant. If the value of the importance level of criterion C;
against criterion C> is a;> and if the value of the importance level between criterion C> and
criterion Cs is a23, then the comparison value between criteria C; and Cs is as2*az3. Likewise,
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if the value of the importance level between criteria C3 and criteria Cy is asy, then the value of
the level of importance between criteria C> and criteria Cy is a23*a34. And so on so that all
comparisons between criteria are formed.

The third stage is to determine the weight of the criteria. In this stage, it is necessary, to begin
with, the creation of a normalization matrix from the pairwise comparisons that have been
formed in the previous stage. The principle of making normalized matrices is the same as in the
old method, namely by dividing each matrix element in the pairwise comparison matrix with
the result of the sum of each matrix element in the same column. The equation for creating a
normalized matrix can be seen in equation (4) [16]. If the normalized matrix has been obtained,
the next step is to determine the relative weight. As with the old method, the weight for the first
criterion or W} is obtained by adding up all the matrix elements in the normalized matrix in the
first row, then dividing by the number of criteria. Likewise, the weight for the second criterion
or W> is also obtained in the same way, namely adding up all the matrix elements in the
normalized matrix on the second row, then dividing by the number of criteria. And so on until
the weight for the last criterion or W, is obtained by adding up all the matrix elements in the
normalized matrix in the last row (n-th row), then dividing by the number of criteria. The
equation for creating a matrix of relative weights for each criterion can be seen in equation (5)
[16].

The fourth stage is the validation stage of the criteria-weighted results. The criteria weight
results from the third stage are not necessarily valid. The validity of the criteria weighted results
is based on the consistency ratio value. The measurement of the consistency ratio is to use
Equation (6). Before calculating the consistency ratio, it is necessary to find the Eigenvalue for
each criterion using Equation (5). If the consistency ratio value is less than 10%, then Qe
weighted results of the criteria in the third stage are valid [22]. However, if on the contrary, the
consistency ratio value is more than 10%, then the weighted criteria result in the third stage is
invalid. If the weighting results are invalid, then the pairwise comparison process in the second
stage must be repeated until a consistency ratio of less than 10% is reached [6

The fifth stage is supplier evaluation. Evaluation in this stage is to provide a total score for
each supplier. This total score is the sum of the multiplication of the criteria weights with the
supplier's score for each criterion. Suppliers will be sorted based on their total score. The
supplier with the highest total score is in the first order, while the supplier with the lowest total
score is in the last order. The company will select a supplier by looking at the supplier's ranking.
Usually, the company will select the supplier with the highest order.
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Making the Hamilton Chain.
nds to the Stage 1

] between vertices
or nodes indicating the level of Stage 2
importance between criteria (which is
illustrated as a node or node).

e comparison matrix. Stage 3
cd matrix

Stage 4

1. Determine the value of each criterion
for each supplier. Stage5
2. Measure the total score for each
supplier using the weight of criteria

Figure 5. The proposed method stages

4.2. Implementation in the steel pipe industry

To test the proposg@j model, steel pipe companies are used as a place to implement the proposed
model. The major steel pipe companies in Indonesia are PT Alim Ampuh Jaya Steel, PT Sarana
Sentral Baja Utama, PT Swarna Baja Pacific, PT Bumi Kaya Steel Industries, PT Sri Rejeki
Perdana, PT Jakarta Steel, PT Bakrie Pipe Industries, PT Raja Besi, and PT Steel P'Es
Industries Indonesia (SPINDO). Companies that produce welded square steel pipes are
Bumi Kaya Steel, PT Bakrie Pipe Industries, and PT Raja Besi.

Usually, the main supplier of raw materials is PT Krakatan Steel. However, there are nine
potential companies as suppliers. They are PT Master Steel Manufacturing, PT Gunung
Garuda, PT Toyo Giri Iron, PT Interworld Steel Mills, PT Jakarta Central Asia Steel, PT
Jakarta Cakra Tunggal, PT Jatim Taman Steel, PT Hanil Jaya Steel, and PT Ispatindo. They
can produce steel plate as ra“amterial for industrial welded straight type steel pipes. However,
three companies do not want to become suppliers. They are PT Ispatindo, PT Hanil Jaya Steel,
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and PT Jatim Taman Steel. These three companies only focus on providing companies in the
same area, namea the provinces of East Java and eastern Indonesia. Hence, in the end, six
companies were willing to become suppliers. They are PT Master Steel Manufacturing, PT
Gunung Garuda, PT Toyo Giri Iron, PT Interworld Steel Mills, PT Jakarta Central Asia Steel,
and PT Jakarta Cakra Tunggal. Steel pipe producers will choose this supplier, to increase their
production capacity.

Steel pipe companies that are the object of research are PT Bakrie Pipe Industries, PT Bumi
Kaya Steel, and PT Raja Besi. Based on the results of an open questionnaire to decision-makers
in selecting suppliers for the three companies, the criteria used in selecting suppliers are
obtained, namely price, quality, discount, ease of payment, guarantees, assets or finance, and
location. The work on the proposed method for the case in the Indonesian steel pipe industry
is as follows:

Stage 1: Hamilton chain manufacturing. Following the first stage in the proposed method, as

shown in Figure 5, the criteria considered by the company can be networked as in Figure
6.

Term

Quuality Discount payment Warranty Location

Figure 6. Hamilton circuit with seven criteria
Stage 2: The scoring of each arc between vertices or nodes indicating the level of importance
between criteria (which is illustrated as a node or node). The results can be seen in Table

3.

Table 3. Pairwise comparison of Hamilton chain

.. . Term o
Decision maker  Price  Quality Discount of Warranty Financial Location

payment
.Bgleaya 7 2 0.33 0.11 3 0.33 1
teel
PT.Bakrie Pipe 3 2 0.5 0.33 2 0.11 9
Industries
PT.Raja Besi 5 3 0.33 0.11 3 5 0.12
Geometric 472 229 0.38 0.16 2.62 0.57 1.03
mean

Stage 3: Determine the weight of the criteria with the following steps:
1. Make a comparison matrix between criteria in pairs. This matrix is prepared using the
principles shown in Figure 4. The results of the matrix can be seen in Table 4.

Table 4. Matrix of pairwise comparison
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1. Calculate the Eigenvalue using Equation (5). The results of calculating the Eigenvalue
of each criterion are in the far right column in Table 6.

2. Measure the consistency ratio using Equation (6). The consistency ratio values
obtained are shown in Table 6 in the lower right corner of the last row.

Table 6. Eigenvalue and consistency ratio

Pri Qualit  Discou Term of Warran Financia Locatio
rice paymen Sum A
nt ) ty { n
Price 0'21 0223 0216 0223 0205 0223 0216 1;2 7‘83
Quality 0'24 0.047 0055 0047 0044 0047  0.046 0;’3 7}22
Discou | 002601 0024 0021 0034 0021 0024 216 700
st 4 8 7
Term of
pamen | %% 0054 0068 0054 0050 0054 o052 2% T2
t
Warran | 032 130 0518 0337 0311 0337 0327 =19 706
ty 7 5 2
Financi | 0.12 o 109 0150 0129 0119 0129  o0.125 90 702
al 5 4 6
Locatio | 021 o0 0218 0226 0208 0226 0219 124 703
" 9 2 9
Consistency index = 0',?0
Random index = 1'32
Consistency ratio 0'2 0

Stage 5: Provide an assessment using the criteria weights to calculate the total score of each
supplier. If the score for each criterion for each supplier is in Table 7, and if it is multiplied
by the weight of the criteria in Table 5, the total score is obtained as shown in Table § in
the far right column. The total score is the multiplication of the criterion score and the
criterion weight.
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Table 7. Score each criterion for each supplier

. . Qualit  Discou Term of Warran Financia Locatio
Supplier Price pavmen
¥ nt ) ty / n
?TMaster steel ! '80 2000  3.000 4000 3.000 2000  3.000
PT.Gunung Garuda 2'80 3.000 8000  7.000 1.000  2.000  3.000
PT.Toyo Giri 1'80 2.000  1.000  4.000  5.000  2.000 1.000
PT.Interworld steel 2'80 4000 6000 5000 4.000  3.000  2.000
PT.Jakarta Central 3'(())0 3000 7000 5000  3.000  2.000  1.000
PT.Cakra Tunggal 2'80 5000 4.000 5000  6.000  7.000  3.000
Table 8. Supplier evaluation table
. . Qualit  Discou Term of Warran Financia Locatio
Supplier Price paymen Score
v nt ; ty / n
PL.Master | 0,216 0,094 o950 02162 00326 02574 06570 243
steel 2 4 8
PT.Gunung | 0432 0141 600 (3783 03109 02574 06570 297
Garuda 4 6 6
e 0.216 0,09 40 02162 1.5543 02574 02190 281
Giri 2 4 5
PLinterwo | 0.432 0188 1440 027020 12434 03860 04380 193
rld steel 4 8 0
PT.Jakarta | 0.648 0,141 1000 09702 09326 02574 02190 2637
Central 6 6 4
PT.Cakra | 0432 0236 0960 02702 18652 09008 06570 +47
Tunggal 4 | 6
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Supplier evaluation

Total 599

score 3,00

Supplier

Figure 8. Ranking of suppliers with different weights

The total score of each supplier is the value of the supplier itself. Therefore, the
supplier's performance is determined by the total score. The better the supplier's performance,
the higher the ranking will be. Based on the weighted criteria that have been obtained, the
ranking for each supplier can be seen in Figure 8. From Figure 8, it can be seen that the highest-
ranking is held by the supplier of PT.Cakra Tunggal and the lowest is PT.Gunung Garuda.
However, if the weight of the criteria is the same or without considering the weight of the
criteria, the ranking of each supplier changes to be as shown in Figure 9. From Figure 9, it can
be seen that the supplier of PT Jakarta Central ranks second after PT Cakra Tunggal.
Meanwhile, the lowest ranking is still held by PT Toyo Giri. Thus, the evaluation of suppliers
is largely determined by two factors. The two factors are (1) criterion score, and (2) weight of
the criteria.

Supplier evaluation

37143 37143

5,0000 45714
pLL
4,0000 4286
Total ;5000 13,5724
score 2,2857
2,000
1,0000
: : -
» iy & >
&
q?‘é a?@ &£ &

3
0,0000
& & (,é’ f.g‘
f & o
R

& o & &

& & & b

o

Supplier

Figure 9. Ranking of suppliers with equal weight
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